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Fig. 1. The functionJ0(100πx) and the error (in logarithmic scale) of its 28-term approximation via (3).

Fig. 2. The complex nodes (left) and weights (right) for the approximation ofJ0 in the interval[0,100π ].
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Fig. 7. The 22 nodes (left) and weights (right) for the approximation of the auxiliary functionG50 in [0,1].

We note that|e−tm | > 1 and, thus, the final approximation ofDn has nodes both inside and outside of
unit disk. In Fig. 8 we display the Dirichlet kernelD50 and the error of the approximation with 44 term
given by this construction. ForD200 we need 50 terms.

5.2. The kernelslog sin2(πx) andcot(πx)

Let us consider two examples of important kernels in harmonic analysis. The function log sin2(πx)

is the kernel of the Neumann to Dirichlet map on the unit circle for functions harmonic outside th
disk whereas cot(πx) is the Hilbert kernel for functions on the unit circle. We note that the Hilbert ke
represents a singular operator.

We first find identities similar to (31). Using the reflection formula for the gamma function,

�(x)�(1− x) = π

sin(πx)
, (34)

we obtain

log�(x) + log�(1− x) = logπ − 1
δ,Tf
1.1418 0 TD
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at points{xn}N
n=1, xn ∈ [0, 1]. In practice, we need to compute the sum

g(xn) =
L∑

l=1

K(xn − yl)f (yl), (40)

where we assume that the discretization of the integral (39) has already been performed by som
priate quadrature and we include the quadrature weights inf (yl).

The direct computation of (40) requiresN · L operations. If we first obtain anM-term exponentia
approximation of the kernel, an elegant algorithm [28] computes the sum with accuracyε in
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follows

f

For the second part we mimic the steps used to obtain (52) and we also use (60). The last part
from (56) withz = r̄l ,

Pu(rl) = (Av)l

σ c̄l

= v̄l

c̄l

. �

7. Approximation of power functions and separated representations

Let us discuss how to approximate the power functionsr−α, α > 0, with a linear combination o
Gaussians,∣∣∣∣∣r−α −

M∑
m=1

wme−pmr2
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