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Abstract. Formulae involving double integrals over spheres arise naturally in inverse 
scattering problems since the scattered data are measured in the space R x Sz x Sz.  In this 
paper we derive a relation between differential forms on the space S"' x S"-' ,  and those on 
the space Z x S n-2 x S where Z is a real interval. Specifically, 

d( dq = sin"' 6 d6  d$ dv 

(t, 7) E S '-' x S '-' and (6, $, U) E Z x S"-2 x S"-'. This allows us to derive the results of 
John relating the iterated spherical mean of a function to its spherical mean in a simple way; 
to obtain new 
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inversion formula of 

6 3 yields a generalisation to what can be called 
multifrequency diffraction tomography. The same inversion formula is also used in the 
derivation of migration algorithms used in inverting seismic prospecting data (Beylkin and 
Burridge 1987a, b), thus establishing a relationship between multifrequency diffraction 
tomography and seismic migration. 

2. Relation between differential forms on spheres 

Let (, q, v be three coplanar unit vectors in R n  and suppose that 

A ( + p q =  r v  (2.1) 
where A > p  > 0 are fixed positive constants and r =  In( +pq l  is a scalar function of A, p, ( 
and q:  

r 2 = ~ 2 + 2 ~ ~ c o s ~ + p 2 2 .  (2.2) 

c o s a = ( . v  c o s p = q  * v c o s B = ( . q  (2.3) 

Let 

so that 

a + p = 9 .  

Then it is clear that 

a = 4 6 )  P = P(9). 

Also, from (2.2) we have 

r d r =  -Ap  sin 9 de. 

We shall prove the following. 

Lemma. Consider differential forms d(, dq, dv on unit (E- 1)-dimensional spheres over 
which the corresponding vectors vary. Then 

d t  dy = sinnp2 0 d 0  d e  dv (2.7) 
where 1/1 varies over an ( n  - 2)-dimensional sphere and 9 E [0, n] .  The unit vector 1/1 lies in 
the plane of (, q, v and is perpendicular to v : 

<=cosav--sina1/1 

q=cos  ,!l v + sin q=cos v t h e  i s  



where y =  (% -p ) / (% +,U). 

Proof of lemma. Let @ be a unit vector perpendicular to v and lying in the plane of <, q. 
Choose coordinates so that v lies along the 

d<k= COS U dVk - Sin U d@k 
dqk = Cos p dUk + sin p d@k 

(2.12) 

and so 

d& dqk = Sin 8 dVk d@k f o r k =  1 , .  . . , n-2 .  

Here we have used (2.4), (2.12) and the addition formula for sine. 

(2.13) 

In the (x~-~, x,) plane let us denote by d e ,  dv', dq', d@' the infinitesimal angular 
displacements of those vectors. Then 

d e  = dv' - d a  

dq' = dv' + d p  

and so 

d c  dv'= dv'(da + dp)  = dv' de .  

Thus, on dp of and (2.15) we have 

d t  d v =  dv d@ 8 d9 

where 

d<= d<1 . dm-2 d e  

d q = d q l  . . . dvn-2 dv' 

dv = d v l .  . . dvn-Z dv' 

d@/= d@, . . . d@n-2. 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

3. Applications 

Iterated spherical means 

Following John (1955, p 78)  let us consider the iterated spherical mean of a functionm
(Following )Tj
c. 8
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where a, = 2nn"/r(;n) is the surface area of the ( n  - 1) sphere. By (2.9) this is 
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Hence, integrating I,/I over S n-2, we have 

M ( x ,  A , P ) = y  *"-I f+' Ln-] f ( x  + 10.6 203 662.4 Tx, 
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where e and q are defined as in the lemma. Using (3.10) in (3.8) and setting 
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where 

and 

Here, for each y ,  W(p,  y )  is an arbitrary function of p such that 

(3.19) 

(3.20) 

(3.21) 

Theorem 1 follows from theorem 2 by setting L(y)  =p(y)  = 1. 

Proof of theorem 2. The inversion 
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Using (2.1 l), (3.15), (3.19) and integrating over I,?, we have from (3.25) 

Changing the order of integration in (3.26) we arrive at 

1 l.1 

(3.26) 

(3.27) 

where 

g,(.Y> = - dP $(P) exP(iP ' Y>. (3.28) 

Formula (3.27) can be interpreted as a superposition of band-limited reconstructions g,. 
Thus, the choice of W determines the spatial frequency content of the final result gB. If 
kmin = 0 and k,,, = 00 it is easy to see that gB(Y) = g ( y ) .  

(2;rr)" ' J  PG +P))kmin <IPI<PG +P)kmax 

Relation to the Radon transform. Let us point out the relation of (3.16) and (3.18) to the 
Radon transform. We define the Radon transform on the space R x S"-' x S"-' as follows 

4t ,  r, r>=(Rg) ( t ,  r, r ) = j  g(x )d[ t - (A t+pv)  ' XI b. 
Rn 

(3.29) 

When defined in this way U contains redundant information. Relations (3.16) and (3.18) 
allow us to invert this transform directly. We have 

Let us define the backprojection operator R * as 

where b is described in (3.19). Also let us define the 
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Given the definitions of the operators R* and K we substitute (3.30) into (3.18) to 
obtain 

g(v> = (R *KU)(Y) (3.34) 

the inversion formula for the Radon transform defined in (3.29). 

4. Inverse scattering in the Born approximation 

The inverse Fourier transform on the space R x S"-' x S"' as described in theorem 1 has 
a straightforward application to the inverse scattering problem in the Born approximation. 
In fact, this was one of the problems that motivated the study of such integrals in the first 
place. Indeed, the scattering data are measured in the space R x S 2  x S2, where R the 
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The validity of the Born approximation in the context of the quantum-mechanical 
scattering can be justified under the assumption of smallness of the potential or for high 
energies (frequencies) for a given potential. 

Our inversion formula provides a direct reconstruction of the potential and the inter- 
atomic distance function for the linearised inverse problem. Indeed, applying theorem 1 
specialised to dimension n = 3 (see also 5 3, remark 1) with g r  V and using (4.4) we have 

and again with g Q and using (4.5) we have 

where W is an arbitrary function such that 

(4.9) 

These formulae are important generalisations of inversion formulae described by 
Devaney (1982a), and their importance stems from the fact that reconstruction is 
performed using all the available frequencies while the results in Devaney (1 982a) are 
single-frequency reconstructions. The formulae derived here are also related to the trace- 
type formulae, but these results will be described elsewhere. 

The arbitrary function W can be used to emphasise different parts of the spectrum of 
spatial frequencies in the reconstruction provided the scattering amplitude is measured 
over an interval of energies (see 8 3, remark 2) and, also, can be used in practice to cut off 
energies with poor signal-to-noise ratios. The simplest choice, however, is to set W= 1. 

A scattering experiment usually produces data for a single incident direction and a 
sequence of such experiments usually accounts for all the data collected. The order of 
i1a Td
[(inc727999 Tc undsc 
10.5 0 0 104.978)Tj
0.03in9 Tc 
1.7158 0 Td
(nd  )Tj
0.0gec 
10.5 0 07)526 0 Td
(The )Tj
0.00999 Tc 
10.6 0 0   
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Both of these complications (as compared with the quantum-mechanical inverse 
scattering problem) have been resolved. The problem with point sources was reduced more 
or less routinely to the problem with incident plane waves. The solution in a variable 
background medium can be obtained in a systematic way if we restrict ourselves to 
reconstructing discontinuities of the perturbations. In this case the theory of pseudo- 
differential operators allows us to reduce the equations to a point where theorem 1 or 2 
can be used (see Beylkin 1985). The derivation of migration algorithms using theorems 1 
and 2 for the reconstruction of several parameters in acoustics and elasticity will appear 
separately (Beylkin and Burridge 1987a, b). 

In the context of ultrasound diffraction tomography, as described in Devaney and 


