


_� k � �DF�s� � g�kDH�s���k: (3)

The quantity �k is the weight of the kth eigenvector of G
in the perturbation �. The linear stability of each ‘‘spa-
tial’’ mode k is determined by the stability of the zero
solution of (3). By introducing a scalar variable � � g�k,
the set of equations given by (3) can be encapsulated in
the single equation,

_� � �DF�s� � �DH�s���: (4)

The master stability function ���� [7] associated with
Eq. (4) is its largest Lyapunov exponent [or equivalently
for our case of periodic s�t�, the largest real part of its
Floquet exponents]. This function depends only on the
coupling function H and the chaotic dynamics of an
individual uncoupled element, but not on the network
connectivity. The network connectivity determines the
eigenvalues �k (independent of details of the dynamics
of the chaotic units). The stability of the synchronized
state of the network is determined by �
 � supk��g�k�,
where �
 > 0 indicates instability.

As an illustrative example, we consider periodic
Rössler oscillators, obeying the equations

_x � ��y� z�; _y � x� 0:2y;

_z � 0:2� z�x� 2:5�:
(5)

In terms of our previous notation, d � 3, and X �
�x; y; z�T . The master stability function for this system
is shown in Fig. 1. As seen in this figure, ���� approaches
zero from negative values as � ! 0�. This is a general
feature for systems where the individual, uncoupled units
are stable limit cycle oscillators. We also see that ����
crosses from negative (stable) values to positive (un-
stable) values at a critical � value (� � 4:15). The exis-
tence of such a transition is a robust feature that depends
on the type of coupling and oscillator.

We now consider a network of N of these oscillators
nearest-neighbor coupled in a ring, such that the strength
of each individual link is random. The coupling strengths
are obtained from an independent and identically distrib-
uted random sequence faig

N
i�1. The matrix G is then
G �
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(6)

where bi � �ai�1 � ai� for i � 1; . . .



sharply localized for the largest eigenvalues, and become
less localized as the eigenvalues decrease.

As the coupling strength g is increased, the eigenvec-
tors with the largest eigenvalue become unstable. These
eigenvectors have the smallest localization length [see
Fig. 2(b)]. We will now describe what occurs in this
situation. We fixed the same realization of the matrix G
used in producing Fig. 2(a). The four largest eigenvalues
are 3.61, 3.41, 3.38, and 3.30. For g � 1:24 the eigenvec-
tor with the largest eigenvalue is unstable, and the next
two eigenvectors are barely unstable (� � 4:47, 4.23, and
4.19 in Fig. 1). We start with initial conditions near the
synchronized state and then let the system evolve accord-
ing to Eq. (1). In Fig. 3 we show snapshots of xi as a
function of the site index i for six successively increasing
times.

Starting from a nearly synchronized state [Fig. 3(a)],
the oscillators desynchronize at the location [see
Fig. 2(a)] of the localized mode [Fig. 3(b)]. The desynch-
ronization spreads as a wave to farther regions of the
array [Figs. 3(c)–3(e)]. At the end, the domain of the
wave covers the entire array [Fig. 3(f)]. This process is
dominated by the most unstable mode. The other two less
unstable modes can be seen as tiny defects at i � 327



b and w�#�. For appropriate k and v, Eq. (10) agrees well
with Figs. 4(c) and 4(d).

In the example presented above, the pattern created by
the unstable mode can be regarded as a more disordered
synchronization than that of the original identical syn-
chronization. However, in realistic situations, an unstable
mode can actually make synchronization more orderly. In


