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2.2. Slepian Functions. All physically realistic fields must eventually decay in
space and, at the same time, are essentially band-limited in the Fourier domain. An
appropriate mathematical description of such fields was initiated by Slepian and his
collaborators in [27, 17, 18, 25, 26] by considering a space-limiting and band-limiting
integral operator and using its eigenfunctions to identify a class of functions that
have controlled concentration in both the space and the Fourier domains. Slepian
et al. showed that this integral operator commutes with the differential operator
of classical mathematical physics describing the prolate spheroidal wave functions,
i.e., both operators share the same eigenfunctions.

For our purposes, we use eigenfunctions with controlled concentration in a square
in the spatial domain and band-limited to a disk in the Fourier domain. The
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Lemma 4. Let σ
(ℓ)
q ,
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To illustrate the difference between wmax and zmin for our method and w′
max and

z′min for the Fresnel approximation, let us choose ǫ = 10−3. If a = 5000 wavelengths,
then after propagating z = 5
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in Figure 5.4 to better align the peaks of the solid and dashed lines. Unfortunately,
our example shows that the Fresnel approximation incorrectly computes the shape
of the focal spot, in addition to its position (compare the nulls between the main
lobe and side lobes in the bottom-right plot in Figure 5.4).

5.4. Representative Examples of Computational Cost. The computational
cost of our algorithm depends on the number of USFFTs required in (3.15), i.e.,
R = R(1) + · · · +R(L), where L is the number of terms needed to approximate the
kernel in (3.5). As it turns out, R decreases with increasing z, which is expected
since the application of the Rayleigh-Sommerfeld kernel asymptotically reduces to






