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Abstract. A large number of ab initio calculated towl energies of different GafYlnP 
superlattices are used to fit a Bom-Oppenheimer energy surface. Monte Carlo simulations are 
then performed on this surface. including treatment of canfigumtional. positional and vibrational 
degrees of freedom. This permits isolation of the effects af these degrees of freedom on the 
thermodynamic behaviour. We find the following. 

(i) Positional relaxation of the atoms to equilibrium, (off-site) locations lowers enormously 
both the mixing enthalpy (by -50%)  and the miscibility gap (MG) temperature (from TMG = 
1746 K to TMG = 833 K). 

(ii) Allowance for configurational correlations (absent in a mean-field treatment) reduces 

(iii) Vibrations reduce TMG by - 30 K leading to a final TMG = 870 K. The calculated 
both the entropy and the enthalpy. leading to B net increme of - 70 K in TMG. 

phase diagram is in accord with experiment. 

1. Introduction 

The thermodynamics of alloys reflects the interplay of configurational, positional. vibrational 
and electronic degrees of freedom [l]. Configurational degrees of freedom refer to the many 
ways that atoms can be arranged on a static, non-vibrating lattice in its electronic ground 
state. These degrees of freedom are conveniently labelled by pseudo spin variables .?i. 
In binary AI,B, systems these take the values + I  or -1 if lattice site i is occupied 
by atom A or atom B, respectively. The collection [b) for i = 1 . . . N sites defines any 
one~of the 2N possible (ordered or disordered) configurations U on a binary lattice with N 
sites. In each configuration U ,  the N atoms can be displaced by amounts {Ri] from their 
'ideal', unrelaxed lattice positions. Such static positional relaxations, often induced by size 
differences between the atoms, always lower the internal energy. A Born-Oppenheimer 
internal energy surface of an alloy, Edrcct[{-$); { r ] ;  {Rj)] can thus be parametrized in terms 
of its configurational degrees of freedom (Si) as well as its positional cell-internal [Rj) and 
cell-external 
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calculations [3] or from parametrized effective potentials [4, 5, 6, 81. Both approaches are 
termed here as ‘direct calculations’. In this paper we will consider insulating alloys (i.e. no 
electronic excitations) and discuss the effects of configurational, positional and vibrational 
degrees of freedom on the temperature-composition phase diagram. We will introduce a 
general approach that permits a separation between static and dynamic effects, and illustrate 
this approach in application to the phasediagram of the (GaP)l-,(InP), semiconductor 
alloy. We show dramatic changes introduced by static positional relaxations and smaller 
effects due to dynamic vibrations. 

2. Method of calculation 

2.1. General discussion 

Previous approaches that treat configurational and positional degrees of freedom can be 
divided into ‘direct methods’ which apply statistical mechanics techniques directly to 
the Born-Oppenheimer surface Ediren[{$]; (z}; {Rill, and ‘cluster expansion’ methods 
which utilize a generalized king description in which atomic displacements do not appear 
explicitly. These approaches are illustrated schematically in figure 1. We now briefly 
describe the guiding principles of these methods. The cluster expansion (CE) [I, 91 consists 

C.nlig”nL*l : Y 5  YU Y S  Y e  YU 

rabritional : NO Y.S NO YCr YU 
Vibrational : NO NO NO NO YS 

Figure 1. Schematic 



ZN vector of J’s, giving a 
vector of the energies of 
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configurational and positional effects but, since only deterministic, energy-lowering atomic 
displacements are sought, dynamic vibrational effects are neglected. Thus it is analogous celectedslower
.96E-1dwer
.96E-1dwer
.96E-1Cby selecting random configurational changes (Si) and random displacements (A&) during the This 0-(c) (direct, relaxed, dynamic) 

approach includes configurational, positional and vibrational effects. 
Given a convenient Born-Oppenheimer surface 

&irest one can either parametrize it in 
terms of a cluster expansion (equation (1)) and apply methods CE-(a) and CE-(b) or directly 
apply methods D-(a), D-(b) and D-(c), in conjunction with Monte Carlo simulations. The 
direct approach allows comparing the phase diagram in step (a), (b), and (c) and thus 
isolating the effects of the different degrees of freedom. While it is interesting to inquire 
as to how well cluster expansions mimic the direct approaches (e.g., CE-(a) versus D-(a) or 
CE-(b) vs D-(b)), here we focus on the more accurate (but computationally more extensive) 
direct methods. 

In what follows we will describe the construction of an approximate but rather accurate 
Born-Oppenheimer surface Eanct E(.%); ( T I ;  (Rj)] for the (GaP)I,(InP), FCC alloy (section 
2.2) and describe how Monte Carlo simulations are carried out using approaches D-(a), D- 
( b )  and D-(c) (section 2.3). Results are provided in section 3 while a summary is given in 
section 4. 

2.2. Parametrizing an energy sutface for (CaP),-,(lnP), 

The Born-Oppenheimer energy Edimcl(u) is modelled here by the valence force field (VFF) 
of Keating [U] (see also [28, 291): 

where dAc = R: is the equilibrium interatomic distance in the binary constituents, v,,,(l, s) 
is the vector connecting atom s in unit cell 1 to its mth nearest neighbour, and (YAC and 
,SA--~--A are the bond stretching and bond bending force constants. Martin €291 calculated 
the values of a and B of equation (2.2) for binary AC and BC materials. Since this VFF 
correctly describes the elastic coeffi-cients, lattice constants, bulk moduli and phonons of 
the binary compounds InP and GaP, we leave the binary ,Vs and a's unchanged. For the 
ternary A,Bl-,C compound, Martin [29] suggested the relations 

BA-C-A = Bc-A-c 
BB-C-B = Bc-B-c 
BA-C-B = ?(BA-C-A + BB-C-B). (3) 

Generalizing this, we can introduce individual bond bending parameters for the ternary 
alloy, namely ~ A - c - A ,  Bc-A-c, BB-C-B, Bc-B-c, and BA-c-B. Figure 2 illustrates these 
parameters for A=In, B=Ga, and C=P. We can write that in parametric form as 

' 1  

BP-1"-P = (1 + h"ML.1" 
Bln-P-I" = (1 - fi")B;"-P-l" 



and the three n e w  parameters [ p ~ ~ - p - ~ ~ ,  fin, f&) 
does not change the VFF elastic constants for the binary compounds. n e  ternary force 

Table 1. Formarion enthalpies A H  for ordered structures of InPIGaP, where A=GaP and B=lnP. 
The struclures are described as (AC),(BC), superlattices with layer repats ( p ,  y) and orientation 
G. The formation enthalpies were calculated using LDA. the original Keating vff potential (VFF) 

127,291, and our temilry potential (T-VFF). The mils are meVlfour-atoms, and the symbols define 
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fca = -0.4621 
fi. = 0.9705. 

Note that the various structures included in the fit correspond to a significant range (f0.3A) 
of atomic displacements, thus, in so far as the LDA is accurate, we can use our parametrized 
surface.for calculating vibrations. In all our calculations, each atom is fourfold coordinated. 
The resulting p values are given in the insert of figure 2. Since our VFF is fit also to 

Figure 2. Schematic diagram depicting the different bond bending force constants in the 
Gaj-,ln,P random alloy. The five force constants p of the VFF potential are labeled. The 
best values found in our fit to the LAPW results are given. 

ternary (T) data, we will refer to it as T-VFF, to be distinguished from the Keating-Martin 
binary VFF. Tables 1 and 2 compare the LDA values of A.E(s. Veg) to the fitted T-VFF values. 
We see that the current T-VFF potential considerably improves the overall fit compared to 
the original vFF and for the Luzonite structures (table 2) is very good; our new 

fit thus leaves 
these values essentially unchanged. The existence of a small RMS error pver a wide range 
of compositions and superlattice orientations (tables 1 and 2) suggests that our T-VFF can 
also be used to predict energies AI?(.?', Veq)  of structure [.?'I outside the set [.?I used in 
the fit. 

2.3. Phase diagram calculusions , 

We will describe in what follows our most general procedure D-(c) (see figure 1) in which 
configurational, positional and vibrational degrees of freedom are retained. The simpler 
procedures D-(a) and D-(b) will then he described by eliminating a few steps from the more 
general approach D-(c): 

(i) The initial spin configuration [ i t ]  is chosen so that the A/B sublattice is occupied 
randomly according to the alloy composition x .  The initial atomic coordinates (Ri) are 
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chosen as the zinc-blende positions (Rp) of a cubic cell with periodic boundary conditions 
and a Vegard lattice constant a(x). 

(ii) The displacement field is defined as 
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8 x N x N x N atoms for 5 < N < 8, we estimate that finite-size errors are below 1% for 
both algorithms. 

3. Results 

3.1. Effects of positional relaxation on the mixing enthalpy 

The mixing enthalpy AH,, is the excess enthalpy of the disordered alloy at (x. T) taken 
with respect to the energy of equivalent amounts of pure AC and BC at their equilibrium 
volumes 

AH,,(x, T) = E ( x ,  T )  - [xE(AC)  + (1 - x ) E ( B C ) ]  . (11). 

Figure 3 shows AH,j.(x, T = 03) for the chemically perfectly random Gal,In,P alloy 
neglecting vibrational effects. We give results with atomic relaxation AHLx (dashed line), 
and without relaxation 4H:, (solid line). Relaxation lowers AH,, enormously: The 
maximum value for the relaxed system 4HAjx(x  = 0.47) = 77.1 fO.l meV/four-atoms is 
much lower  than^ the unrelaxed value AHZx(x = 0.53) = 152 f 1 meV/four-atoms. The 
asterisks denote the formation enthalpies AH, of few of the ordered structures, 
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3.2. Effects of configurational, positional and vibrational degrees of freedom on the phase 
diagram 

Figure 4 shows the x-T phase diagram of the GaInP alloy calculated in our D-(c) approach. 
The circles connected by dashed lines denote the results of the MC calculations (interpolated 
near the top of the miscibility gap), while the squares denote the recent experimental results 
of Ishida et a1 [35]. The agreement is very reasonable, given that we fitted our interactions 
only to first-principle calculations on ordered superlattices. Table 3 gives the miscibility 

Tablc 3. Different approximation to the upper miscibiliiy temperature TMC, and composition 
-0. Mean-Field (MF) Venus Monte Carlo (MC) . All approximations are based on the present 
interatomic T-VFF potential (see section 5.2). 

Method [&I & I  Asvib TMGW) XMG 

D-(a) (m) Unrelaxed Random Zero 1146 0.50 
D-(b) (MF) Relaxed Random zero 833 0.50 
D-(b) (MC) Relaxed Non-mdom Zero WO * 40 0.42 * 0.03 
D-(c) (MC) Relaxed Non-random Non-rero 870 I 20 0.40 * 0.02 

gap (MO) temperature TMc and composition x ~ c  for the various approximations D-(a), D- 
(b) and D-(c) explained schematically in figure 1. In addition, table 3 shows the effects 
of using a mean-field (MF), perfectly random spin variables instead of the correlated MC 
results. Note 

x .  This calculation resembles the 
process of quenching a sample which was initially equilibrated at some high temperature. 

Table 3 shows the following features: 
(i) Comparison of approach D-(a) with D-(b), both executed using perfectly random 

(unconelated) spins shows how enormous is the effect of positional relaxation in these 
alloys: The miscibility gap temperature drops from 1746 K (unrelaxed random alloy) to 
833 K (relaxed random alloy). 

(ii) Comparison of approach D-(b) executed within mean field theory to the same 
approach executed within Monte Carlo shows that atomic (confgurational) correlations 
present in the latter increase the miscibility gap temperature by - 70 K. In this calculation 
we permit atomic correlations (i.e. short range order effects) in both AE and AS, while 
still neglecting vibrational effects. This is calculated by allowing in the M c  runs spin-flips 
as well as complete atomic relaxations to the lowest energy of each spin configuration 
(this is distinguished from continuous-space MC where atoms are displaced along random 
directions which is not necessarily energy lowering). As usual, spin correlations tend to 
reduce the entropy relative to the mean field value. However, for phase-separating systems, 
spin correlation also made the enthalpy less positive [Zl]. Since TMG K AH/AS, these 
correlation effects in AH and AS could have opposite influence on TMG. We find that the 
net effect of atomic correlations is to increase the miscibility temperature. 

(iii) In the final step one introduces vibrational effects through the use of random 
displacements. Comparing approach D-(b) to D-(c) (both executed within the Monte Carlo 
approach) shows that vibrational effects lower TMG to 870 f 20 K and move XMO to 
0.40 =k 0.02. The results of this calculation are shown in figure 4. Thus, vibrations 
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tend to lower TMG. The same trend was observed in empirical models that introduce 
vibrational effects into semiconductor alloy [36, 371 and noble metal alloy [38] phase 
diagrams. However, our direcr et A  
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