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1. Introduction

One of the principal objectives of micro/nanomechanics of materials is to account for the observed

phenomena and properties of macroscopic solid bodies, such as strength and fracture toughness of steels,

on the basis of the quantum mechanical theory of the behavior of atomic particles. Success will have been

achieved when it becomes possible to calculate the quantities that describe the constitution of materials and

their response to alterations of macroscopic mechanical boundary conditions from the knowledge of the

component elements and their hierarchical structures from atomistic–electronic scales to micro- and
macroscales. This is particularly important for steel design.

For this purpose, the difficulties and complexity originate in the substantial differences in philosophy and

viewpoints between conventional continuum mechanics and quantum theory. In the former, the solution of

a boundary value problem is uniquely determined based on Newton�s laws when initial and boundary

conditions are given; whereas the Heisenberg uncertainty principle, the cornerstone of quantum mechanics,

indicates that motion of a particle is characterized by wave solutions of Sch€odinger�s equation and the

intensity of wave solutions defines the ‘‘probability density’’ for the position of this particle. For mechanical

engineers, the challenges lie in how to establish the relationship between a continuum mechanical system
and its atomistic–electronic structure and how to constitute a unified framework that bridges the mecha-

nisms from different scales. These are the key-issues in the ONR project ‘‘cybersteel2020’’ [1] towards the

predictive design of novel steels to combine high strength and fracture toughness.

Both strength and fracture toughness are the key property-indices for steels. Although advanced tech-

nology currently provides many ways to achieve either high strength or high toughness, respectively, in steel

through manufacturing processes, it remains a challenge to achieve both of them simultaneously. This is

because the toughness characterizes the capability of a material against fracture at a crack tip local. The

difference between the local and the global properties reflects the natural heterogeneity of the micro-
structure of steels. The design of steels seeks to achieve desirable micro/nanostructures with optimized

properties through alloy component/phase selection and metallurgical processes based on quantitative

understanding of controlling mechanisms and the relationships among these at different scales.

In this paper, a bottom-up computational methodology has been proposed to establish a hierarchical

multi-physics constitutive model that builds up the relationships among the macroscale properties, micro-



‘‘ductile fracture simulator’’ by the authors, to support quantitative tradeoff analysis in microstructural

optimization for fracture toughness.

5. A toughness–strength–adhesion diagram has been obtained for steel design, which establishes the rela-

tionship among alloy matrix strength, inclusion adhesion interfacial energy and fracture toughness. To

the authors� knowledge this is the first computer generated design diagram for engineering application.

This paper is organized as follows: In Section 2 we introduce the hierarchical model. Section 3 describes

the quantum physics analysis and the bridge to continuum mechanics. The Quasi-particle dynamics ap-
proach is introduced in Section 4. A unified multi-physics thermodynamic framework in continuum

mechanics and a two-level cell representation at sub-micro- and microscales are derived in Section 5, which



the iron matrix and the interfacial behavior between the matrix and the inclusions, leading in turn to the
continuum mechanics decohesion potentials for different interfaces and alloy matrices. A continuum

mechanics analysis is applied in the unit cell representation with primary particles, which we call



Fig. 2. (a) The flow chart of the proposed approach. (b) An illustration of the proposed hierarchical model that links a: the quantum

scale, b: sub-microscale, c: microscale, d: macroscale.
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which may trigger other defects, such as the motion of dislocations along interacting slip planes. Rice�s
criterion [2] states that dislocation motion will be activated when the energy barrier, cUS, against unstable
sliding is smaller than the cleavage surface energy, cF, which provides a basis for describing the competition
between these two mechanisms. The mathematical expression of Rice�s criterion is:

cF
cUS

jR > 1; ð3:3Þ

where jR is a function of the average lattice elastic stress and the angle / between the slip-plane and the

newly-created surface, and jR <



For a system such as the Fe/TiC interface shown in Fig. 3a, the following failure modes may occur:

1. normal and sliding separations in Fe;

2. normal and sliding separations in the TiC;

3. Fe/TiC interfacial debonding.

The TiC, as a ceramic, has a much higher coherent strength than Fe [15], so the failure mode 2 is ex-

cluded in this analysis.

Both the normal separation and shear sliding in iron matrix have been studied in this paper. We have

computed the ½�1�11� shear fault energy on the ð1�11Þ



most preferred binding surfaces of both sides with three possible arrangements: Fe–C site, Fe–Ti site, and
Fe–TiC saddle point site (see Fig. 3b).

The study of the coherent Fe–TiC interface was first performed by Freeman�s group [17] using FLAPW
[21]. In this paper the simulation and calibration of (3.1) and (3.2) of the sub-atomic cell of

f001gFebcckf001gTiCfcc decohesion is computed. The interfacial debonding energies are listed in Table 1.

It should be pointed out that the primitive model of Fig. 3a actually represents the interface of a

periodically repeated Fe/TiC layered structure. The height of each layer is twice times of the atoms layers

plotted in the figure. In this primitive cell analysis the effects of layer overlay are omitted.

3.2.1.2. Decoh esion normal to (1 1 1) in bcc-iron. A sub-atomic cell is developed as illustrated in Fig. 4a,

where the primitive vectors take the form

�a ¼ �x̂ þ ŷ; �b ¼ �ŷ þ ẑ; �c ¼ x̂ þ ŷ þ ẑ; ð3:6Þ
which are originated at ðx̂; 0; 0Þ. Presuming the six outer surfaces of the cell to be rigid, periodic boundary



reproducible throughout space. The 12 · 12 · 1 k-point mesh with Monkhorst and Pack scheme is applied in

the simulations.

3.2.1.3. Result s of norm al separa tion. The results are summarized in Table 1. The corresponding computed



where q varies from 0 to 1, representing the gliding induced sliding; and

gðqÞ ¼

1 q < 0:25;

3 � 4q
2

0:256 q < 0:75;

0 q P 0:75:

8>><>>:
The computed energy-sliding relation is plotted in Fig. 6, which demonstrates the energy barrier cUS for the
motion of



3.3. A propos ed potential approac h based on Needle man’s potent ial and quantum mecha nics simulation

Needleman [23] developed an interface cohesive model that defines the normal traction ðrNÞ and tan-
gential traction ðrTÞ



Fig. 7. Normal separation and sliding induced separation: (a) pure normal separation; (b) mixed separation–separation strength

weakens and (c) a dislocation induced sliding may cause a zigzag morphology at fracture surface.
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By substituting (3.12) into (3.11), the latter becomes

WN ¼ 2cFE	
N j

kN � kN0
lTF

	 
� �
ð3:13Þ

and

WT ¼ Ec: ð3:14Þ
In this paper the effect of dislocation induced atomic vibration (dislocation–phonon interaction) is

omitted.



3.5. Grain boundar y segreg atio n

An Fe–TiC interface can be viewed as a grain boundary. This is because in practices it is non-trivial to

control all surfaces of a TiC particle to be perfectly coherent to alloy matrix. The vicinity of a grain

boundary interface can be represented by three regions: grain A, grain B, and an interfacial zone h; as
illustrated in Fig. 8. Irregularities such as misfit in lattice constants, mismatch in atomistic properties and
crystal orientations, molar fraction of the solute, and the free volume in h, may change the energy-sepa-
ration potentials (3.13) and (3.14) significantly [25].



Fig. 9. Interfacial metallic debonding/decohesion law.

1878
analysis [23,24] indicates that the maximum separation stress between a hard inclusion and an iron matrix is

approximately ð1 þ
ffiffiffi
3

p
Þrflow.

Finally, we obtained the normal traction-separations for the Fe–TiC interface which are plotted in Fig. 9
using j ¼ 1=5 to calibrate (3.13) based on the results in Fig. 4b and Table 1. The curve with the maximum
peak stress is corresponding to the Fe–C site separation while the one with the lowest peak stress is cor-

responding to the Fe–Ti site separation.
4. Quasi-particle dynamics approach 1

As mentioned in Section 2, the secondary particles in ultra high strength steel are on the order of tens
nanometers in size. Materials decohesion and fracture at this scale may depend strongly on atomistic

properties, such as crystal periodicity and orthogonal anisotropy. Molecular dynamics (MD) is an

appropriate method to bridge the quantum physics to continuum mechanical analysis at this scale.

The application of molecular dynamics is hampered by the computational demands of simulating a

sufficiently large number of atoms to represent the physical phenomenon of interest. The interatomic

distances in a crystal are at the order of Angstroms. Hence, a simulation of a 3D cell model with the

dimension of hundreds nanometers requires about 109 atoms. A laboratory specimen for fracture toughness

is usually on the scale of centimeters. For such a specimen, an ‘‘exact’’ 3D simulation using molecular
dynamics or other atomistic methods requires a model that contains about 1020 atoms, which is beyond

current computational limits. This motivated the development of the ‘‘Quasi-particle dynamics approach’’;

for short, ‘‘Particle Dynamics’’.

The basic idea of ‘‘Quasi-particle dynamics approach’’ is to represent an atomic system as a particle

system through lumping fixed number of atoms into a super-atom, which we call a ‘‘particle’’, while pre-

serving the essential properties of the atomic system via a proposed ‘‘equivalent stiffness rule’’. This rule

requires that the particle system has the same crystal structure and stiffness coefficients as the original

atomic system but with a larger inter-particle spacing that is determined from the scale of interest, see Fig.
10b and c. The original physics is preserved through transforming the inter-atomic potential (Fig. 10a) into
1 This method is also termed ‘‘Particle Dynamics’’ in other publications of the authors.



Fig. 10. Quasi-particle dynamics approach (particle dynamics): (a) conventional Lennard–Jones potential; (b) an atomic system with

the equilibrium interatomic distance a0; (c) a particle system with the equilibrium inter-particle distance Na0; the particles at this scale
are termed as ‘‘quasi-particles’’; (d) the structural particle system where each structural particle is lumped into several quasi particles;

all structural particles are partitioned into natural elements defined by grain structure and (e) coupling of the continuum mechanics

solution inside a grain with interfacial solution.
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an inter-particle potential by preserving the same elastic constants for both systems. More details of the

method can be found in [31].

We reemphasize that the ‘‘particle’’ in ‘‘Quasi-particle dynamics approach’’ is an atomic aggregate and

the number of atoms in the aggregate is determined by the scale of interest. It can represent an inclusion

particle in alloy matrix such as a TiC particle, or just contains a single atom so that the particle system

degenerates to the original crystal.

The ‘‘Quasi-particle dynamics approach’’ is developed based on the two distinct methodologies: The

embedded-atom method (EAM) [32,33] and meshfree methods [34–36]. Regarding the literatures of
meshfree methods and other computational methods associated with multi-scale numerical approaches, we

refer to [34,35,37–45]. Review of meshfree methods can be found in [46], also recently in [47,48].



4.1. Particle system an d inte r-particle potential

For metals, the EAM [32,33] is a powerful method among those employed in the family of molecular

dynamics. In EAM the total energy Etot of a crystal, Figs. 3a or 4a, is expressed as the summation of a

combination Ei for each individual atom:

Etot ¼
X

i

Ei; ð4:1Þ

where Ei is defined by

Ei ¼ Fiðqhi Þ þ 1

2

X
i;j; j 6¼i

Uatom
ij ðrijÞ; ð4:2Þ

where qhi is the total electron density at atom i associated with the host (i.e., the rest of the atoms in the
system) and Fi is a function of qhi ; U

atom
ij ðrijÞ is a pair-potential that is the function of the distance rij between

atoms i and j.
We propose an addition term to (4.2)

Ei ¼ Fiðqhi Þ þ 1

2

X
i;j; j 6¼i

Uatom
ij ðrijÞ þ

X
i;j;k; j 6¼k;
j6¼i; k 6¼i

GijkðhijkÞ; ð4:3Þ

where GijkðhijkÞ is the energy associated with rotation, hijk is the angle between bonds i � j and i � k.
As suggested in [49], the function Fi





1ðr1ð 3a02 ðr2

+

ð 4 3ðUatomi 1ðr1

+ð9ðUatomi

+

= ;

ð U +

¼9

ðU

ð U Þ+

j

distance of r2 ¼ a0, eight neighbor atoms at a distance r3 ¼ a0
ffiffiffi
2

p
. In order to illustrate the concept, we cut

off the ‘‘domain of influence’’ of the potentials (4.6) to be less than r3.
When the crystal is under volumetric deformation

a1 ¼ a2 ¼ a3 ¼ a ð4:10Þ
and the bulk modulus at the position that the atom i occupies is

Katom ¼ 1

9ða0Þ2
½3a0ðUatomi +ðUatomi
2ðr2

;4:1 Þth�rthM1MU



At the Fe–TiC interface shown in Fig. 3a where Fe is bcc and TiC has the (NaCl)fcc crystal structure, we
assume two classes of quasi-particle potentials: the potentials for the bulk Fe or TiC matrix and interfacial

potential. Eqs. (4.10)–(4.17) describe the procedure to obtain the quasi-particle dynamics potential of bulk

bcc-iron crystal. The TiC matrix is presumed pure elasticity.

The proposed ‘‘equivalent stiffness rule’’ is also applied for determining the quasi-particle interfacial

potential. The interatomic potential at TiC–Fe interface has already been obtained in Section 3, shown in

Figs. 4b and 9. The elastic constant associated with the direction perpendicular to the interface, denoted as

CFe–TiC
? , is calculated by the second order derivative of (3.1) [13]

CFe�TiC
? ¼ 2cF

latom
d2E	

N

dk2N

�����
TiC–Fe

; ð4:18Þ

where latom



where q0 is the density at reference configuration and s is the first Piola–Kirchhoff stress tensor, XI is a

reference domain that coincides to the grain I in Fig. 10d and e, CI
t



• setting up a constitutive model without violation of the energy conservation law

•





Fig. 11. The cell model: (a) three classes of periodic distributions of inclusions and (b) boundary conditions imposed in cell modeling.
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determined by parameters such as the material properties of the cell matrix and inclusion, the interfacial

cohesion, the size and geometries of inclusions, and the load imposed on the cell. Both two dimensional and

three dimensional cells are analyzed.

5.2.1. Sub-m icrocell model

The sub-microcell simulation aims to:

(1) investigating the effects of the secondary inclusion particles (TiC, about 2–300 nm in size) and debond-
ing behavior on the micro-stress–strain response;

(2) establishing the corresponding constitutive model that is applied as the matrix material in a microscale

cell model.

The quasi-particle dynamics approach is applied in the sub-microscale cell model. At the structural

particles level (Fig. 10d and e), the entire iron matrix is treated as a grain and the inclusions are to be other

grains. The interfacial decohesion curves shown in Fig. 9 are applied for establishing the particle potential

(4.24). The secondary particle, TiC, is treated as isotropic and linear elastic with the Young�s modulus of
600 GPa and a Poisson ratio 0.3.

A crucial part of this simulation is to establish the constitutive law of the iron matrix. According to the

first principle calculation, the (1 1 1) adhesion energy of pure iron is about 5.5 J/M2 which leads to a peak

decohesion stress around 45 GPa, see Table 1 and Fig. 12a. When point defects, e.g. empty sites, exist, the

adhesion energy drops drastically, see Table 1. Using the homogenization procedure, e.g. [61,87], the



Fig. 12. The constitutive law of iron matrix, from interatomic force-separation relation to conventional plasticity: (a) interatomic

normal traction vs. separation; (b) interatomic shear force vs. gliding; (c) a non-linear elasticity, homogenized based on (a); (d) a stress–

strain response homogenized combining normal separation and gliding, and J2 plasticity and (e) experimental measurement of the

modified 4340 steel [62,63].
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interatomic force separation relation in Fig. 12a can be transformed to an non-linear elastic constitutive law

shown in Fig. 12c.

On the other hand, the analysis of Section 3 indicates that a bcc-iron is ‘‘intrinsically ductile’’ according

to (3.3) and the model introduced in Fig. 5. The corresponding shear traction vs. gliding separation is

shown in Fig. 12b. Applying the model illustrated in Fig. 7 to the separation of iron matrix, one can find
that the gliding induced dislocation has two obvious effects on the corresponding homogenized stress–strain







Uplasticityðf0; f ; rijÞ ¼ �r
rintr

 !2

þ A0

rm
rintr

þ A1ðf þ g1Þ exp
�

� rm
rintr

�
þ A2ðf þ g2Þ exp

rm
rintr

� �
� ðq0 þ q1ðf Þ2Þ ¼ 0; ð5:14Þ

where rij, �r, rm f0 and f denote in turn the stress tensor, equivalent stress, mean stress, inclusion and void
volume fraction at a given scale; rintr denotes the ‘‘material intrinsic strength’’ that contains the effects of
internal variables associated with strain softening in post-bifurcation stage; the constants Ai and qi are

calibrated through the cell models.

When the constants Ai and q1







Material resistance against void coalescence is determined by the strength of the ligaments between these

voids [88,90]. The deformation tolerance and the failure of the matrix ligament are determined by two basic

deformation modes: localization induced necking under normal stress and shear localization caused by the



Fig. 19. Two microscopic elements: virtual bond and shear slice.

Table 3

Parameters in (5.19)

A0 A1 A2 g1 g2 q1 q0

0.0666 0.85 1.7 0.01 0.01 2.65 1.0255
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The plastic potential (5.19) is a macroscale, J2-like plasticity with damage. The concurrent model
associated with the mechanisms in Figs. 18 and 19 is described by ‘‘rintr’’ in (5.19), which is termed

‘‘material intrinsic strength’’. It is defined as the combination of a material strain hardening/softening law

and the strain gradient-based traction–separation law:

rintr ¼ rY0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rhomðEpÞ

rY0

h i2
þ lg

r
strain hardening=softening E

p
6 ½E�bifurc;

T ðeY ; l; gÞ decohesion softening E
p
> ½E�bifurc;

8<: ð5:20Þ

where E
p
is the plastic part of the equivalent strain and ½E�bifurc denotes E

p
at the bifurcation point of the

rintrðE
pÞ relation. Originally l is defined as the material intrinsic length scale defined as the product of

Burger�s vector b and the initial yield strength rY0; g is the equivalent strain gradient [92]:



l ¼ 3
E

rY0

� �2

b; g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
uk;ijuk;ij

r
; ð5:21Þ

where E is Young�s modulus; and the strain-like parameter eY is defined by

eY ¼ ðEp � ½E�bifurÞ l
l0
; ð5:22Þ

where l0 is a material constant, of the same order as the spacing between primary particles. ½E�bifurc marks
the transition between the two stages of deformation: the uniform deformation with damage nucleation and

growth and the failure of the ligaments between these defects. ½E�bifurc can be calibrated to the maximum
stress on the rintrðE

pÞ curve from the uniaxial tension test. During the second stage, the effect of the material

intrinsic length scale, strain gradient, and strain rate are incorporated in rintr as

T ¼ rY0 � eT ðEp
; l; l0Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rhomðEpÞ

rY0

	 
2
þ lg

s
: ð5:23Þ

The second term in (5.23) is the traction–separation law derived from the strain gradient-based localization

solution at the microscale; the third and fourth terms reflect, in turn, the strain rate effect and the material



Fig. 20 presents two snapshots of 3D crack propagation using the macroscale plastic potential described

in (5.19). Fig. 21a shows the contours of equivalent plastic strain around a blunted crack tip at small-scale

yielding, where the Rice-Johnson type crack tip strain field is present. Fig. 21b shows the contours after

considerable crack growth with large deformation. In this computation the primary particles (TiN) are

explicitly embedded into the matrix that includes the secondary particles so that the microscale plastic

potential (5.14), in conjunction with the (4.24) in quasi-particle dynamics approach, is applied. Plotted in

Fig. 21c is the corresponding load–CTOD curve, where a black square indicates the CTOD at crack ini-

tiation which defines the fracture toughness of the material. Figs. 20 and 21 demonstrates that the com-
putational approach is capable of capturing this class of phenomenon. On the other hand, it also reveals

that the computational results depend upon many factors such as the geometry and distribution of

inclusions, which are not readily captured by the periodic cell models in Fig. 11.

6.2. Ductil e fract ure sim ulator an d toughn ess-str ength-adhes ion diagram

The hierarchical constitutive and computational methodology introduced in this paper results in a

‘‘ductile fracture simulator’’, illustrated in Fig. 22. Starting from the left-lower corner, the quantum
mechanics analysis explores the fundamental atomistic–electronic structures of the alloy matrix and the

matrix/inclusion interface. This provides the corresponding energy–adhesion relations that are applied in

the sub-micro and microcell modeling to obtain the corresponding constitutive relations (5.14), (5.15),

(5.19) for the matrix material in each scale. For the modified 4340 steel, the computational results have been

calibrated by experiments. The constitutive law (5.19) of a inclusion induced voiding/microvoiding steel is

implemented into compute codes for calculating crack parameters such as the crack tip opening dis-

placement (COD, see Fig. 21a) and the J -integral using the method introduced in [97,98]. The COD (or

J -integral) at crack growth initiation represents the fracture toughness of the material according to the
ASTM standard. The simulated results are summarized by the toughness–strength–adhesion (TSA) dia-



adhesion energy results in higher peak decohesion stress. Fig. 23b is the TSA diagram corresponding to the

TSA curves presented in Fig. 23a.

In the TSA diagram (Fig. 23b) the dashed lines represent the computed load–COD curves for the center

cracked panel under tension. Simulations with values of matrix yield strengths of 500, 700, 900 and 1030
MPa are performed using the proposed hierarchical multi-physics constitutive models (5.14), (5.15) and

(5.19). Along each dashed line the circle, delta, solid circle, and triangle denote in turn the CODi (the COD

at crack growth initiation), corresponding to the different levels of decohesion energy of the interface be-

tween the iron matrix and the inclusion particles, illustrated in Fig. 23a. The solid lines indicate the vari-

ation of fracture toughness when the decohesion energy is fixed but the strength of the iron matrix is varied.

For example, at the decohesion energy of 0.6 J/m2
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r2VCðrÞ ¼ �4pe2qðrÞ; ðA:9Þ

where the qðrÞ denotes the positive point charges of nuclei at its position Ra and the electronic charge
density qðrÞ in the rest

qðrÞ ¼ Zr at Ra;
qðrÞ otherwise:

�
The exchange-correlation potential lXCðqÞ is related to the exchange-correlation energy that can not

solved directly in the same way as VCðrÞ. Under the ‘‘local density approximation’’ (LDA) the explicit form
of lXCðqÞ has been derived, e.g. in [103,104]

lXCðqÞ ¼ �2 3q
p

� �1=3

� 0:0225Log 1

 
þ 21

4pq
3

� �1=3
!
: ðA:10Þ

One way to solve (A.7) is to expand the unknown wave function solutions wiðrÞ as a linear combination
of a set of known function with unknown coefficients cij

wiðrÞ ¼
X

j

cij/iðrÞ: ðA:11Þ

Substituting (A.11) into (A.7) leads to the following matrix problem:

½H � �S� � c ¼ 0; ðA:12Þ
where H is the Hamiltonian matrix and S is the overlap matrix

½Hij� ¼
Z

/	
i � H � /j dr; ½Sij� ¼

Z
/	

i /j dr ðA:12aÞ

in the first relation of (A.12a) the H is defined by (A.7).

The solution procedure is illustrated in Fig. 24.
In a periodic structure such as a crystal, according to Bloch theorem the wave function solution wi

depends upon both position vector r and the reciprocal vector k

wiðr þ mG; kÞ ¼ eik�Gwiðr; kÞ; ðA:13Þ
where G is the primitive vector of the lattice and m is an integer. The corresponding electron density yields

the integration over the first Brillouin zone:

qðrÞ ¼
Z
1stBZ

#½EF � eiðkÞ�jwiðr; kÞj2dk; ðA:14Þ

where the step function # insures that only occupied states below the Fermi energy EF are counted.
Appendix B. Co-rotational formulation in finite deformation

The co-rotational formulation introduced in [60,105] is applied in the analysis presented in this work. We

use bold-faced x to represent the coordinate of a material point in a reference coordinate system, i.e. the

Lagrange configuration; and bold-faced y to represents the coordinate of a point in the spatial (Euler)

coordinate system. Obviously

y ¼ yðx; tÞ: ðB:1Þ



Consider a line element vector dr0 in the reference configuration, after deformation it becomes the line
element dr in the spatial configuration. The deformation gradient is defined by

Fðx; tÞ ¼



In numerical analysis, when a body deforms from step n to step n þ 1, its spatial coordinate ynþ1 may be
written as a function of the configuration at step n and the step length Dt

ynþ1 ¼ ynþ1ðyn;DtÞ ðB:7Þ
The displacement increment of this point over the step is

Du ¼ ynþ1 � yn: ðB:8Þ
An incremental form of the velocity gradient defined in Eq. (B.5) is

L ¼ 1

Dt
oDu



Thus, we have

J ¼ oynþ1

ox

	 
�1

: ðB:18Þ
Appendix C. The approximation of additive decomposition (5.1)

In a co-rotation coordinate system introduced in Appendix B, the rotation part is removed and the
deformation can be divided into two steps: pure elastic transformation Fe and plastic transformation Fp

[109]

F ¼ Fp � Fe

Following the procedure giving in [60], the velocity gradient L of the deformation field (B.1), defined as

the mass derivative of F, is

L ¼ DF

Dt
¼ oF

ot
� F�1 ¼ _F � F�1; ðC:1Þ

which has two parts

_F � F�1 ¼ _Fe � Fp � ðFe � FpÞ�1 þ Fe � _Fp � ðFe � FpÞ�1 ¼ _Fe � ðFeÞ�1 þ Fe � _Fp � ðFpÞ�1 � ðFeÞ�1 ðC:2Þ
In this paper, we assume that elastic deformation is infinitesimal so that

Fe ¼ I þ oue

ox
¼ I þ oðIÞ; ðFeÞ�1 ¼ I � oðIÞ

and

L ¼ _F � F�1 ffi _Fe � ð

F
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