
 1 

The Handbook of Broader Impacts  
Volume editors: Van Egeren, L.A. & Renoe, S. 
Transformations in Higher Education: The Scholarship of Engagement book series 
Publisher: Michigan State University Press 
Publication date: 2022 

Chapter 25:  

Creative Evaluation to Improve your Programming - Practical Tools and Tips for 
Evaluating Broader Impact Programs  
Anne U. Gold1; Stacey Forsyth2; Alexandra Rose2; Kathryn Boyd1 

 
1Cooperative Institute for Research in Environmental Sciences, University of Colorado Boulder 
2CU Science Discovery, University of Colorado Boulder 

Abstract 



 2 

What is program evaluation and why is it important?  
Do you wonder how you’ll know whether a program you’re proposing will actually achieve the goals you 
have in mind? Or maybe you feel good about an activity you’ve implemented, but you’d like to get some 
feedback on how to improve it if you do it again? Measuring a program’s impact and gathering feedback 
from participants on what worked well and how the program could be improved is critical for 
strengthening the quality of any Broader Impacts activity. In fact, reporting of impact metrics is often 
required by funding agencies. The National Science Foundation (NSF) defines evaluation as a “!"!#$%&#'()
'*+$!#',&#'-*)-.)#/$)0-1#/2)%$1'#2)+&34$)-1)!4(($!!)-.)&)51-,1&%)-1)51-6$(#” (Frechtling, 2010). Overall, 
program evaluation is an important component that can support all stages of a successful project, from 
program design to final reporting (Patton, 2014; Friedman, 2008). 
 
Evaluation can be used even before you start implementing a program. This sort of evaluation is called 
front-end evaluation, and it allows you to collect information--from prospective participants or 
representative individuals--that you can use to inform your approach to the project. Front-end evaluation 
might take the form of a short registration survey or a brainstorming session during a kickoff event. 
Listening to participants is critical to designing programs that feel engaging and relevant to the target 
audience. Front-end evaluation can often be informal as it is used less for reporting and more for your 
own purposes. Perhaps you are planning to develop a curriculum for a summer program for high school 
students. If you have a chance earlier in the year to speak with a group of high school students, you can 
use this opportunity to determine their level of familiarity with your topic by asking them some topic 
questions or having them participate in a trivia game that will reveal their knowledge and interest. 
 
Formative evaluation, conducted while your project is ongoing, enables you to make iterative 
improvements throughout the life of the project. This might involve informal check-ins or ‘exit tickets’ 
with program participants or include evaluation activities that are embedded into the program. When done 
effectively, embedded evaluation can serve multiple purposes: generating useful information and 
feedback while also serving as a meaningful component of the program. For example, a reflection activity 
can provide closure to any type of Broader Impact event while also providing an opportunity for 
participants to share what worked well (or not) and which aspects of the program were most memorable 
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How can evaluation help your program? 
✔  Understand, verify or increase the impact of a program 
✔  Ensure that a program is meeting its goals 
✔  Identify program strengths and weaknesses to improve a program 
✔  Verify that you're doing what you think you're doing 
✔  Produce data that can be used for publications or future proposals 
✔  Enable you to share outcomes with funders or community stakeholders  

 
 
 
How do I get started? 

❏ Identify target audience(s) 
❏ Identify goals of your Broader Impact activity (outputs, outcomes) 
❏ Identify appropriate evaluation strategies and techniques 
❏ Secure Institutional Review Board (IRB) approval (if necessary, see below) 

 
When you’re planning your Broader Impacts activities, it’s important to first consider these two 
questions: 7/-%)8-)"-4)0&*#)#-)1$&(/)0'#/)"-41)0-19:))and)7/&#)8-)"-4)0&*#)#/&#)&48'$*($)#-)#&9$)
&0&").1-%)#/$)'*#$1&(#'-*)-1)51-,1&%:)Determining your audience 



 4 

 

 
Figure 2. Illustration of SMART project goals (modified from Dungdm93, 2016). 
 
 
Goals can be broken down into objectives, outputs and outcomes in order to make assessing them more 
tractable. Goals tend to be visionary and aspirational, whereas outcomes are more targeted and specific, 
describing the changes you expect participants to experience through your program (CAISE 2011). Your 
objectives are the results you wish to achieve and the manner in which they will be achieved. Stating 
your objectives for an activity might help you focus on the specific content or skills you wish to teach. 
You will usually define more than one objective to meet a particular goal. Just like goals, objectives 
should be as specific and detailed as possible. For example, if your goal is to improve students’ data 
science literacy, your objectives may be to have students learn how to interpret graphs, design and 
implement a plan for data collection and analysis, and present their findings using a chart or infographic 
to highlight compelling results. Outputs are the specific products of your work, such as the number of 
participants in your program or the number and type of educational resources developed and shared. 
Outcomes are the immediate or long-term changes you will monitor in order to assess your progress 
towards achieving your objectives. Outcomes may be changes in knowledge, skills, and behavior. 
Outcomes have clear and measurable criteria, e.g., 83% of families reported accessing information about 
real-time air quality in their community after the program as compared with 45% of families who had 
accessed the information prior to the program.  
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have to complete another quiz or school-like assessment. Finding creative ways to gather feedback is 
important for the quality of the data as well as for participants’ morale. Identifying playful ways of 
collecting data from participants can yield valuable feedback for program facilitators while ensuring that 
the process is interesting and enjoyable for participants.  
 
If you drafted your goals and o
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intended audience, through piloting testing of the surveys. Also remember to test how long it takes to 
complete a survey so you can let participants know how much time they will be spending.  

Surveys can be conducted online, by phone or mail, or in person with pen/pencil and paper. 
Participants may be hesitant to invest the time needed for a survey, which can lead to low response rates. 
If your program has the funds, incentives such as gift cards or prize drawings provide an effective way to 
increase the survey response rate. A $5 gift card goes a long way for a short survey, but you may want to 
offer a larger incentive for an hour-long, complicated survey. Response rates will also decrease when 
participants encounter issues accessing surveys or if they don’t understand the questions. Using QR codes 
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Going Beyond the Survey  
As described above, surveys do have some limitations and may not always yield a full 

understanding of participants’ experiences. Other methods for gathering participant information and 
feedback include interviews, focus groups, observations, content assessments, participant artifacts, and 
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Resources to learn more about developing surveys, conducting interviews, and other data collection 
or analysis methods: 

● Training through your local Education Departments or Centers for Teaching & Learning 
● Online courses through the American Evaluation Association (AEA) 
● Hughes et al (2016) - article exploring survey demographic questions 
● Vaske (2009) - book about survey research and survey analysis  

 
 
 
Creative Evaluation in Action  
We are providing a few examples to illustrate how Broader Impact activities can be evaluated.  
 
>1$&#'+$)?$.3$(#'-*)
An Aerospace Engineering faculty received an NSF CAREER award for her research involving remote 
sensing of atmospheric change. Her passion for involving non-
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Figure. 4. Student-designed poster highlighting key concepts learned during an Earth system science 
workshop. 
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community members from diverse groups and took the time for individual interviews. During the 
interviews, the participants were willing to share their experiences and expectations through storytelling 
and perspective sharing that our structured surveys did not allow for.  Although the process took longer, 
we learned much more and were able to inform the project design with the voices from our target 
audiences in our needs assessment. 
 
How to write the evaluation section in your proposal? 
A competitive evaluation plan helps pull all parts of a proposal together and will strengthen and connect it 
for the reader. It also shows that you care about improving the program and learning. Your evaluation 
plan will look very differently for projects that have a large dedicated evaluation budget in comparison to 
proposals that integrate evaluation activities as a small component of the work. Of course, the evaluation 
plan needs to match the solicitation and the scope of proposed activities. Here are some tips from our 
team about writing evaluation sections for your Broader Impact project.   

● Identify who will be doing the evaluation in your evaluation section. An external evaluator? Your 
team? Name the person and highlight their qualifications in the evaluation section.  

● Match the evaluation plan to the project goals, objectives, outcomes, and activities. Don’t use 
standard text that is not aligned with the proposed work. Consider using a Logic Model to 
organize these thoughts. 

● Design your evaluation plan to collect information about what is working and where adjustments 
and improvements are needed. Show that the evaluation will inform the project design and 
revisions. 

● Draw from established evaluation practices (see infobox for databases) to create your evaluation 
plan. 

● Be realistic about the evaluation you are proposing - the budget you set aside should match the 
evaluation plan. Small evaluation budgets can only afford a small number of activities.  

Teles (2020) summarized helpful hints and fatal flaws for developing an evaluation section for proposals, 
if you want to learn more.  
 
What do I need to know about institutional review boards? 
If you want to publish or report on your data, you may need approval from your local institutional review 
board (IRB) and to ask your participants to provide consent for participating in your study. The board 
works to protect the rights of participants, especially minors and other vulnerable populations. In g
cv v irn Il v 4● lcv in narn more. 



 15 

Don’t be intimidated to try out some creative ways of collecting feedback. You don’t have to develop 
long surveys; short and quick reflections will often provide helpful insights without interrupting the flow 
of your program. Keeping the evaluation short and sweet will also be a reminder to only collect the data 
that you need. Participants enjoy creative interactions, and each creative evaluation activity will likely 
help your participant reflect and get even more out of the program. Many of the examples we provided 
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